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Now in its fifth year, GLAAD’s Social Media Safety
Index (SMSI) continues to be the leading analysis of
anti-LGBTQ online hate, harassment, and
disinformation, with a year-round program
dedicated to protecting safety, privacy, and
expression for LGBTQ people online.

Recent years undeniably illustrate how online hate
speech and misinformation negatively influence
public opinion, legislation, and the real-world safety
and health of lesbian, gay, bisexual, transgender, and
queer (LGBTQ) people. The landscape of social
media platform accountability work has shifted
dramatically since GLAAD’s first SMSI report in 2021,
with new and dangerous challenges in 2025.

The recent major ideological shifts from Meta have
been particularly extreme. Earlier this year, the
company announced it would retreat from
established norms of trust and safety in favor of
welcoming hate speech, and further place the onus
on users to block blatantly harmful content that
would otherwise violate its policies. The Platform
Scorecard and the Key Findings and
Recommendations of this edition of the SMSI
reflect the early fallout of the current situation and
point to why collective advocacy to hold social
media companies accountable is so urgent.

Given the current dehumanizing attacks on LGBTQ
people and new challenges to social media safety,
this year’s SMSI includes refreshed strategies to
advance our mission. GLAAD continues monitoring,
researching, and reporting on anti-LGBTQ hate,
harassment, and disinformation on major social
media platforms, while leaning in to new
approaches including: expanding our reach by
providing stakeholder guidance to additional tech
and AI companies; presenting and advocating SMSI
recommendations to other social media platforms;

providing tools, information, and resources directly
to LGBTQ creators, activists, organizations, and
everyone. When companies put our community —
and other marginalized communities — at risk,
GLAAD leads with facts, education, organizing, 
and humanity.

Forty years ago, GLAAD’s founders launched this
non-profit advocacy organization because they
recognized the immense power and opportunity
that all forms of media have for advancing
acceptance and understanding of LGBTQ people. 
As new forms of media have proliferated over the
years, GLAAD’s work to hold these companies
accountable has grown in scope and importance 
as well. We stand ready and strong to meet 
this moment.

GLAAD PRESIDENT AND CEO
SARAH KATE ELLIS 

MEETING THIS MOMENT:
Letter from GLAAD President and CEO
Sarah Kate Ellis
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EXECUTIVE SUMMARY, FINDINGS AND
RECOMMENDATIONS, METHODOLOGY

In addition to the annual Platform Scorecard ratings below, this year’s Social Media Safety
Index (SMSI) report provides a set of Key Findings and Recommendations as guidance for
companies to improve LGBTQ social media safety, privacy, and expression across their
platforms. The Scorecard employs 14 LGBTQ-specific indicators to evaluate policies and
product features of six major platforms (TikTok, X, YouTube, and Meta’s Instagram, Facebook,
and Threads), adapting the standard methodology of noted tech and human rights research
organization Ranking Digital Rights (RDR). GLAAD urges platforms to review RDR’s extensive
research and recommendations,  and exhorts all platforms and tech companies to prioritize
the Key Findings and Recommendations of the SMSI.

1

EXECUTIVE SUMMARY OF
PLATFORM SCORECARD
The 2025 SMSI Platform Scorecard scores reflect
the fact that some platforms have made product
and policy improvements in the past year, while
others have retreated from best practices in LGBTQ
safety, privacy, and expression (some, drastically so).
Overall the scores remain extremely low. The most
significant changes this past year are the draconian
rollbacks from Meta  and YouTube , particularly their
retractions of policy protections for transgender and
nonbinary people. In a positive change from last
year’s evaluation, YouTube updated its advertising
policies which now prohibit advertisers from
excluding users from seeing ads based on their
sexual orientation and gender identity.

2 3

Although the current state of LGBTQ social media
safety may seem worse than ever, GLAAD continues
to work with all platforms to improve their products,
speaking out as a constant voice of advocacy urging
all companies to protect LGBTQ people, and
especially trans people, online.

Companies must do better to protect their users
and the public interest. 

 — Ranking Digital Rights
“
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An Important Contextual
Note About the 2025
Platform Scorecard and
Methodology Changes
The 2025 scores are not directly comparable to
the 2024 scores due to extensive revising of the
2025 Platform Scorecard methodology. In some
cases, existing indicators and elements were
revised to clarify our evaluation standards (e.g.,
for Q12 — language was revised to clarify that
content moderator trainings should take place
annually). We also added a new indicator and
several elements addressing emerging threats
to LGBTQ safety, privacy, and expression that
have gained traction since we initially
developed the Scorecard. These revisions to
the methodology resulted in universal score
declines across platforms. Therefore, year-to-
year comparisons of the 2025 scores to
previous scores will not be an accurate
reflection of relative platform progress.
Relevant policy changes for each of the
platforms are discussed below.

https://rankingdigitalrights.org/who-we-are/


The indicators of the Platform Scorecard are
collectively measuring against the following LGBTQ
safety, privacy, and expression best practices.

Every platform should have public-facing policies
that: protect LGBTQ people from hate, harassment,
and violence on the platform; prohibit targeted
misgendering  and deadnaming  on the basis of
gender identity; prohibit content promoting so-
called “conversion therapy;”  prohibit advertising
content that promotes hate, harassment, and
violence against LGBTQ individuals on the basis of
protected characteristics; explain the proactive
steps it takes to stop demonetizing and/or
wrongfully removing legitimate content and
accounts related to LGBTQ topics and issues; and
explain its internal structures to best ensure the
fulfillment of its commitments to overall LGBTQ
safety, privacy, and expression on 

4 5

6

the platform.

Companies should also provide users with a
dedicated field to add and change gender pronouns
on their user profiles; and explain what options users
have to control or limit the company’s collection,
inference, and use of data and information related to
their sexual orientation and their gender identity.

Companies should state that: they do not
recommend content to users based on their
disclosed or inferred sexual orientation or gender
identity, unless a user has proactively opted in; and
that they do not allow third-party advertisers to
target users with, or exclude them from, seeing
content or advertising based on their disclosed or
inferred sexual orientation or gender identity, unless
the user has proactively opted in.

In the realm of transparency, every platform should
regularly publish data about the actions it takes to
restrict content and accounts that violate policies
protecting LGBTQ people; and about the actions it
takes to stop demonetizing and/or wrongfully
removing legitimate content and accounts related
to LGBTQ topics and issues.

Lastly, to create products that better serve all of its
users, the company should make a public
commitment to continuously diversify its workforce,
and ensure accountability by annually publishing
voluntarily self-disclosed data on the number of
LGBTQ employees across all levels of the company.
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TIKTOK

56
FACEBOOK

45
INSTAGRAM

45

YOUTUBE

41
THREADS

40
X

30

THE 2025 PLATFORM 
SCORECARD SCORES:
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EXECUTIVE SUMMARY OF KEY
FINDINGS AND RECOMMENDATIONS
All platforms evaluated in the Scorecard have
(some ) policies prohibiting hate and harassment on
the basis of sexual orientation, gender identity
and/or expression, and other protected
characteristics. Given the difficulty of assessing
policy enforcement methodologically — which is
further complicated by a lack of transparency from
the companies — these failures are not quantified in
the Scorecard scores. However, in GLAAD’s day-to-
day research and monitoring, and in reports from
other organizations, researchers, and journalists,
failures are seen repeatedly in both the
development of policies and in their enforcement
across major platforms.

7

8

The Key Findings and Recommendations bullet
points below are drawn from GLAAD’s year-round
work and research, to accompany the Platform
Scorecard. The most notable highlight of the 2025
research is the pair of findings that: in addition to
inadequate moderation of harmful anti-LGBTQ
material (for example, see GLAAD’s 2024 report,
Unsafe: Meta Fails to Moderate Extreme Anti-trans
Hate Across Facebook, Instagram, and Threads),
platforms also frequently over-moderate legitimate
LGBTQ expression. This includes wrongful
takedowns of LGBTQ accounts and creators,  mis-
labeling of LGBTQ content as "adult"  or “explicit,”
unwarranted demonetization of LGBTQ material,
shadowbanning,  and other kinds of suppression  of
LGBTQ content.  (Such unwarranted restrictions
occur with non-LGBTQ content as well. )

9

10

11

12 13

14
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Additional LGBTQ safety, privacy, and expression
issues include: lack of algorithmic transparency and
harmful algorithms; inadequate transparency and
user controls around data privacy; lack of
transparency with regard to content moderation
protocols including information about moderator
trainings; apparent over-reliance on AI moderation
without human review; failures to effectively
moderate anti-LGBTQ content in many non-English
languages; reductions in transparency tools and
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access for independent researchers; among other
issues — all of which disproportionately impact
LGBTQ users and other marginalized communities
who are uniquely vulnerable to the harms of online
hate, harassment, and discrimination.  These areas
of concern are exacerbated for those who are
members of multiple communities, including
people of color, women, immigrants, people with
disabilities, religious minorities, and more.  Social
media platforms should be safe for everyone, in all of
who we are.

16

17

As a US-based non-profit organization GLAAD’s
focus is primarily domestic; however, there are
enormous global implications of this work, and
GLAAD calls upon platforms to take responsibility for
the safety of their products worldwide.  Social
media platforms are vitally important for LGBTQ
people, as spaces where we connect, learn, and find
community.  While there are many positive
initiatives these companies have implemented to
support and protect their LGBTQ users,  they simply
must do more. Lastly, as GLAAD has long noted,
proposed legislative social media safety solutions
must be mindful of not censoring LGBTQ resources
or causing unintended harm to LGBTQ users,
especially LGBTQ youth.

18

19

20

21
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https://glaad.org/smsi/report-meta-fails-to-moderate-extreme-anti-trans-hate-across-facebook-instagram-and-threads/
https://glaad.org/smsi/report-meta-fails-to-moderate-extreme-anti-trans-hate-across-facebook-instagram-and-threads/


KEY FINDINGS

KEY RECOMMENDATIONS

Recent hate speech policy rollbacks from Meta and YouTube present grave threats to safety and are
harmful to LGBTQ people on these platforms.22

Platforms are largely failing to mitigate harmful anti-LGBTQ hate and disinformation that violates their
own policies.23

Platforms disproportionately suppress LGBTQ content, via removal, demonetization, and forms
of shadowbanning.24

Anti-LGBTQ rhetoric and disinformation on social media has been shown to lead to offline harms.  25

Social media companies continue to withhold meaningful transparency about content moderation,
algorithms, data protection, and data privacy practices.26

Strengthen and enforce (or restore) existing policies and mitigations that protect LGBTQ people
and others from hate, harassment, and misinformation;  while also reducing suppression of
legitimate LGBTQ expression.

27

28

Improve moderation by providing mandatory training for all content moderators (including those
employed by contractors) focused on LGBTQ safety, privacy, and expression; and moderate across all
languages, cultural contexts, and regions.  AI systems should be used to flag for human review, not
for automated removals.

29

30

Work with independent researchers to provide meaningful transparency about content moderation,
community guidelines, development and use of AI and algorithms, and enforcement reports.31

Respect data privacy. Platforms should reduce the amount of data they collect, infer, and retain,  and
cease the practice of targeted surveillance advertising,  including the use of algorithmic content
recommender systems,  and other incursions on user privacy.

32

33

34 35

Promote and incentivize civil discourse including working with creators and proactively messaging
expectations for user behavior, such as respecting platform hate and harassment policies.36
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SIGNIFICANT 2024-2025 REPORTS ON LGBTQ SOCIAL
MEDIA SAFETY
In 2021, the inaugural GLAAD Social Media Safety Index report offered the first-of-its-kind dedicated analysis on
LGBTQ safety and social media platforms. There are now many powerful reports and studies devoted to these
issues, and some of the most significant of the past year are listed in our 2025 Appendix of Articles and Reports.
We urge everyone, especially platform leadership and executives, to read the full reports.

9SOCIAL MEDIA
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On the Firewall Between Financial Sponsorship and
GLAAD’s Advocacy Work
Several of the companies that own products and platforms listed in this
report are current financial sponsors of GLAAD, a 501(c)3 non-profit. A firewall
exists between GLAAD’s advocacy work and GLAAD’s sponsorships and
fundraising. As part of our media advocacy and media watchdog work, GLAAD
publicly calls attention to issues that are barriers to LGBTQ safety, as well as
barriers to fair and accurate LGBTQ content and coverage — including issues
originating from companies that are current financial sponsors.

METHODOLOGY
For the Key Findings and Recommendations of the SMSI, GLAAD's Social Media Safety (SMS)
team reviewed research, journalism, and reports across the field of social media safety and
platform accountability. The SMS team also consulted with the SMSI advisory committee and
other organizations and leaders in technology and human rights. The past year’s developments
in the field of LGBTQ social media safety have been tracked in the 2025 SMSI Articles and
Reports Appendix. Please also refer to the 2024, 2023, 2022, and 2021 SMSI reports.

The 2025 Platform Scorecard methodology and research guidance from research analyst
Andrea Hackl can be found here. The full detailed scoring sheets are available here.

https://assets.glaad.org/m/1b4d85e4bb55eb44/original/2025-SMSI-Articles-and-Reports-Appendix.xlsx
https://assets.glaad.org/m/1b4d85e4bb55eb44/original/2025-SMSI-Articles-and-Reports-Appendix.xlsx
https://assets.glaad.org/m/1b4d85e4bb55eb44/original/2025-SMSI-Articles-and-Reports-Appendix.xlsx
https://glaad.org/smsi/social-media-safety-index-2024/
https://glaad.org/publications/social-media-safety-index-2023/
https://glaad.org/publications/social-media-safety-index-2022/
https://glaad.org/publications/social-media-safety-index-2021/
https://assets.glaad.org/m/605bfcc43590c7d8/original/GLAAD-2025-SMSI-Research-Guidance.pdf
https://assets.glaad.org/share/639B8421-49B2-4268-9839A5FE668D846F/


2025 SOCIAL MEDIA SAFETY
INDEX PLATFORM SCORECARD
The 2025 SMSI Platform Scorecard consists of 14 indicators that draw on best practices from the Ranking
Digital Rights (RDR) Big Tech Scorecard, the highly-respected evaluation of the world’s most powerful digital
platforms on their policies and practices affecting people’s rights to freedom of expression and privacy. All
evaluations are conducted looking at the public-facing policies of each platform. While results have global
implications for LGBTQ safety, privacy, and expression online, our analysis is based on the English-language
versions of public-facing policies and documents covering the U.S. market. Additional methodology information
is available in the Research Guidance. The full list of indicators and elements used in the evaluation process is
available here. Please also see the important contextual note above about the 2025 Platform Scorecard
and Methodology Changes.

The Platform Scorecard evaluates six major social media platforms: Facebook, Instagram, and Threads  (whose
parent company is Meta); TikTok (parent company: ByteDance); YouTube (parent company: Alphabet/Google),
and X.

TIKTOK
In the 2025 SMSI Platform Scorecard, TikTok receives
a score of 56. Out of all of the platforms evaluated in
this year’s Platform Scorecard, TikTok’s hate and
harassment policies provide the most
comprehensive protections for LGBTQ people.
TikTok also clearly states that public figures are
protected under its Community Guidelines. Of the
scored platforms, TikTok continues to be one of only
two with a policy expressly prohibiting both
targeted misgendering and deadnaming. According
to its “Inclusion and Belonging Guide,” TikTok also
prohibits the promotion of dangerous “conversion
therapy” content, and has several public-facing
policies that explain how it enforces this policy. 

However, the platform continues to fall short of
sufficiently protecting LGBTQ privacy, safety, and
expression in other key areas. TikTok should show
greater transparency around the wrongful removal
and demonetization of LGBTQ-related content and
accounts, and clearly explain the steps it takes to
address such actions. As recommended to other
platforms, the company should also publish

corresponding data that sheds light on these
processes and protocols. 

TikTok is more forthcoming than its peers about its
engagement with LGBTQ organizations and other
key stakeholders, but does not sufficiently explain
whether it receives input on key issues such as
content promoting “conversion therapy,” and the
wrongful removal and demonetization of LGBTQ-
related content and creators. The company’s
policies should provide more details on the specific
issue areas it receives guidance on, and explain
whether meetings with key stakeholders take place
at least once per year.

Although it states a public commitment to
diversifying its workforce, TikTok is the only platform
besides X that does not publish any data on its
LGBTQ employees. TikTok should track and publish
annual data showing its progress toward reaching
diversity and inclusion goals, including publishing
voluntarily disclosed data on the number of LGBTQ
employees across different US-based teams.
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56SMSI
SCORE:

https://rankingdigitalrights.org/
https://rankingdigitalrights.org/
https://assets.glaad.org/m/605bfcc43590c7d8/original/GLAAD-2025-SMSI-Research-Guidance.pdf
https://assets.glaad.org/m/6bbcf9dabe75ecb/original/GLAAD-2025-SMSI-Platform-Scorecard-Indicators-Elements.pdf
https://www.tiktok.com/safety/en/inclusion-and-belonging-guide
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45FACEBOOK
SMSI SCORE: 45INSTAGRAM

SMSI SCORE:

META PLATFORMS

In the 2025 Platform Scorecard, Facebook and
Instagram each receive a score of 45, while Threads
receives a score of 40. In a major set of policy
changes that have been widely denounced by
human rights advocates and tech policy experts,
Meta revised its “Hateful Conduct” policy this year to
expressly allow and encourage hate, harassment,
and discrimination against LGBTQ people.  As one
example, according to the updated policy, Meta
"allow[s] allegations of mental illness or abnormality
when based on gender or sexual orientation, given
political and religious discourse about
transgenderism [sic] and homosexuality [sic]…"
These harmful policy changes coincide and align
with the increasing political attacks on LGBTQ
people and their rights, and contribute to a larger
societal anti-LGBTQ animus that leaves LGBTQ
people vulnerable to increasing levels of hate and
harassment online and off. 

37

38

39

Meta should remove these harmful exceptions from
its “Hateful Conduct” policy and provide LGBTQ
people with strong protections against hate,
harassment, and violence on its platforms. 

Facebook’s policies also fail to adequately protect
LGBTQ people in several other key areas. According
to its “Gender Identity Policy and User Tools” policy,
Meta prohibits targeted misgendering. However,
this policy document is not easy to locate and
doesn’t reside in Meta’s Transparency Center. Tier 3
of Meta’s “Bullying and Harassment” policy further
states that “all private minors, private adults (who
must self-report), and minor involuntary public
figures are protected from: ... Claims about romantic
involvement, sexual orientation or gender identity.”
However, unlike the “Gender Identity Policy and User
Tools” policy, the “Bullying and Harassment” policy
does not contain any explicit examples that make it

clear whether targeted misgendering falls under
this policy. In addition, it is not clear whether the
company will continue to enforce its targeted
misgendering policy in light of Meta’s significant
changes to its “Hateful Conduct” policy. While the
updated policy does not specifically address
targeted misgendering, several provisions explicitly
permit different forms of hate speech and
harassment against LGBTQ people (and other
historically marginalized groups). GLAAD will
continue to closely monitor how Meta's policy
changes will impact LGBTQ people on its platforms.
We will also closely monitor how Meta's
enforcement of its newly revised “Hateful Conduct”
policy will impact its apparent commitment to
protecting transgender, nonbinary, and gender-
nonconforming people from targeted misgendering.

In addition to other critical changes to its “Hateful
Conduct” policy noted above, we expect the
company to include an explicit commitment in its
Community Standards that protects LGBTQ people
from targeted deadnaming on the platforms. The
company should also explain in detail how this policy
is enforced. Moreover, this policy should also cover
public figures and should not require self-reporting
by the targeted individual. 

To better protect LGBTQ users’ privacy and give
them full control over their own data, Meta’s public-
facing policies should provide comprehensive
information on the options that users have to
control the collection, inference, and use of data
related to their sexual orientation and gender
identity. Meta currently provides insufficient
transparency on this topic. 

Facebook and other Meta platforms do receive
credit on the Scorecard’s new “conversion therapy”
content indicator. In its “Hateful Conduct” policy,

40THREADS
SMSI SCORE:

https://transparency.meta.com/policies/community-standards/hateful-conduct/
https://about.meta.com/actions/safety/audiences/lgbtq
https://transparency.meta.com/policies/community-standards/bullying-harassment/
https://about.meta.com/actions/safety/audiences/lgbtq
https://about.meta.com/actions/safety/audiences/lgbtq
https://transparency.meta.com/policies/community-standards/hateful-conduct/
https://transparency.meta.com/policies/community-standards/hateful-conduct/
https://transparency.meta.com/policies/community-standards/hateful-conduct/
https://transparency.meta.com/policies/community-standards/hateful-conduct/
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Meta prohibits content promoting so-called
“conversion therapy.” However, the policy also
contains a notable caveat as Meta states that it
“require[s] additional information and/or context to
enforce” this prohibition. It is not clear from the
policy how users can provide this additional
information or context. According to this policy,
users should not post "content explicitly providing or
offering to provide products or services that aim to
change people’s sexual orientation or gender
identity." Since advertisers must comply with
Meta’s Community Standards, harmful “conversion
therapy” content is therefore also prohibited in 
Meta ads.

In its “2024 Responsible Business Practices Report,”
Meta made a commitment to “building a workforce
that’s as diverse as the communities we serve." In
the same report, the company also published partial
data on its LGBTQ workforce. However, the company
announced more recently that it would abandon its
diversity and inclusion efforts.  It is important to
note that this significant policy reversal in Meta’s
commitment to DEI is not reflected in the 2025 SMSI
Platform Scorecard data. As our research for the
SMSI Platform Scorecard is based on public-facing
company policies published in the previous year, we
expect that this policy change will be reflected in
our 2026 Scorecard.

40

Gender Spectrum Collection

https://www.meta.com/actions/responsible-business-practices/


YOUTUBE
In the 2025 SMSI Platform Scorecard, YouTube
receives a score of 41. In a deeply concerning update
to YouTube's “Hate Speech” policy, the company
removed "gender identity and expression" from its
list of protected characteristic groups, which
suggests that the platform is no longer protecting
transgender, nonbinary, and gender-nonconforming
people from hate and discrimination according to
its Community Guidelines. The company has
claimed that the policy has not changed, however it
is an objective fact that the gender identity
protection is no longer expressly present in its
public-facing policy. YouTube should reverse this
dangerous policy change and update its “Hate
Speech” policy to expressly include gender identity
and expression as a protected characteristic. 

As the only platform evaluated in the SMSI Platform
Scorecard that does not have a policy prohibiting
targeted misgendering and deadnaming, YouTube
should adopt this best practice policy commitment
to protect transgender, nonbinary, and gender-
nonconforming people from targeted misgendering
and deadnaming. As previously mentioned, this
policy should apply to public figures and should not
require self-reporting. Further, YouTube should also
publicly explain that it employs various processes
and technologies — including human and
automated content moderation — to detect
content and behaviors violating these policies, and
explain its enforcement process in detail. 

YouTube has a public-facing policy that clearly
prohibits advertising content promoting so-called
“gay conversion therapy,” but does not have a similar
policy prohibition for user content. We call on
YouTube to address this policy gap and implement a
comprehensive policy that clearly bans user content
that promotes the dangerous practice of so-called
“conversion therapy” practices on the platform. The
company should also clearly explain the processes
and technologies it would use to identify content
violating this policy, and how the policy would be
enforced.

In a positive change from last year’s evaluation,
YouTube updated its advertising policies which now
prohibit advertisers from excluding users from
seeing ads based on their sexual orientation and
gender identity. In its "Community Guidelines
enforcement" report, the company publishes 
limited data on the actions it has taken to remove
content and accounts that violate policies
protecting LGBTQ people. 

In its 2024 Diversity Annual Report, the company
made a public commitment to taking proactive
steps to diversify its workforce, and published
voluntarily self-disclosed data on the number of
LGBTQ employees. However, as has been reported
more recently by mainstream news outlets,  Google
is rolling back its DEI commitments in response to
the Trump administration’s Executive Orders on
DEI.  Research for the 2025 SMSI Platform Scorecard
is based on public-facing company policies
published over the course of the last year, since the
company has not added this major stated policy
reversal in Google’s commitment to diversity and
inclusion to its published policies, this change is not
reflected in this year’s SMSI Platform Scorecard data
and will be reflected in the 2026 research.

41

42

13SOCIAL MEDIA
SAFETY INDEX 2025

41SMSI
SCORE:

Gender Spectrum Collection

https://support.google.com/youtube/answer/2801939?hl=en&ref_topic=9282436
https://x.com/UpdatesFromYT/status/1907945393440325868
https://x.com/UpdatesFromYT/status/1907945393440325868
https://support.google.com/adspolicy/answer/15936857?hl=en&ref_topic=15937462&sjid=11744081144850820957-NC
https://transparencyreport.google.com/youtube-policy/removals?hl=en
https://transparencyreport.google.com/youtube-policy/removals?hl=en
https://kstatic.googleusercontent.com/files/819bcce604bf5ff7fd3911fc2f741ae977c2bdd4b79ef528cb2f622c2aaa303a4b7f9d381009332f57f10e2981566a66de6707223e84cf514a3877cae2e4059c
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X
In this year’s evaluation, X receives a score of 30.
While X is one of only two platforms that prohibits
both targeted misgendering and deadnaming, a
recent policy revision indicates that X only provides
this policy protection “where required by local laws.”
The policy also does not provide sufficient
protections for public figures, and X says it “must
always hear from the target to determine if a
violation has occurred,” effectively requiring
targeted individuals to always self-report policy
violations. X should reverse this policy change and
adopt a comprehensive policy that prohibits
targeted misgendering and deadnaming, regardless
of local laws. This policy should also cover public
figures and should not require self-reporting by the
targeted individual. 

The company also does not provide adequate policy
protections in other key areas. Like YouTube, X
should implement a comprehensive policy
prohibiting the promotion of dangerous “conversion
therapy” content in user content. The company
should also clearly explain the processes and
technologies it uses to identify content violating this
policy, and explain in detail how it enforces the
policy. In addition, the company should also clearly
state that it prohibits the promotion of “conversion
therapy” in advertising. 

X provides more comprehensive policy protections
in other key areas. For example, the company’s
“Hateful Conduct” policy clearly prohibits hate,
harassment, and violence against LGBTQ people:
“You may not directly attack other people on the
basis of race, ethnicity, national origin, caste, sexual
orientation, gender, gender identity, religious
affiliation, age, disability, or serious disease … We
prohibit the dehumanization of a group of people
based on their religion, caste, age, disability, serious
disease, national origin, race, ethnicity, gender,
gender identity, or sexual orientation … We consider
hateful imagery to be logos, symbols, or images
whose purpose is to promote hostility and malice
against others based on their race, religion,
disability, sexual orientation, gender identity or
ethnicity/national origin ..."

The company continues to provide no transparency
on any proactive steps it takes to hire employees
from diverse backgrounds. X should make a public
commitment to diversifying its workforce, and
should publish voluntarily disclosed data showing
its progress towards reaching diversity and
inclusion goals.

30SMSI
SCORE:

Gender Spectrum Collection

https://help.x.com/en/rules-and-policies/abusive-behavior
https://help.twitter.com/en/rules-and-policies/hateful-conduct-policy


2025 PLATFORM
SCORECARD INDICATORS

1: The company should have public-facing policies that
protect LGBTQ people from hate, harassment, and
violence on the platform.

8: The company should have a public-facing policy that
prohibits advertising content that promotes hate,
harassment, and violence against LGBTQ individuals on
the basis of protected characteristics.

2: The company should have a public-facing policy that
states it provides users with a dedicated field to add
and change gender pronouns on their user profiles. 9: The company should regularly publish data about the

actions it has taken to restrict content and accounts
that violate policies protecting LGBTQ people.

10: The company’s public-facing policies should explain the
proactive steps it takes to stop demonetizing and/or
wrongfully removing legitimate content and accounts
related to LGBTQ topics and issues.

11: The company should regularly publish data about the
actions it has taken to stop demonetizing and/or
wrongfully removing legitimate content and accounts
related to LGBTQ topics and issues.

12: The company should publicly commit to providing
mandatory training for content moderators, including
those employed by contractors, focused on LGBTQ
safety, privacy, and expression on the platform.

13: The company should have a public-facing policy that
explains its internal structures to best ensure the
fulfillment of its commitments to overall LGBTQ safety,
privacy, and expression on the platform.

14: To create products that better serve all of its users, 
the company should make a public commitment to
continuously diversify its workforce, and ensure
accountability by periodically publishing voluntarily self-
disclosed data on the number of LGBTQ employees
across all levels of the company.

Read more information about the 2025 SMSI
Platform Scorecard Indicators and Elements.

3a: The company should have a public-facing policy that
prohibits targeted misgendering  on the basis of 43

gender identity.

3b: The company should have a public-facing policy that
prohibits targeted deadnaming on the basis of 44 

gender identity.

4: The company should have a public-facing policy 
that prohibits content promoting so-called 
“conversion therapy.”45

5a: The company should have a public-facing policy that
explains what options users have to control or limit the
company’s collection, inference, and use of data and
information related to their sexual orientation.

5b: The company should have a public-facing policy that
explains what options users have to control or limit the
company’s collection, inference, and use of data and
information related to their gender identity.

6: The company should have a public-facing policy 
that states that it does not recommend content to
users based on their disclosed or inferred sexual
orientation or gender identity, unless a user has
proactively opted in.

7: The company’s public-facing policies should state that
it does not allow third-party advertisers to target users
with, or exclude them from, seeing content or
advertising based on their disclosed or inferred sexual
orientation or gender identity, unless the user has
proactively opted in.
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Journalism and Emerging Media Studies, Boston University

Jelani Drew-Davi (they/them), Senior Communications Specialist, Kairos

Liz Fong-Jones (she/her), Field CTO, Honeycomb

Evan Greer (she/they), Director, Fight for the Future

Leigh Honeywell (she/her), Lead Security Strategist, 1Password

Maria Ressa (she/her), Journalist, Co-founder, and CEO, Rappler
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Not-for-Profit Law
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privacy that undermines the trans person’s true authentic identity, and can put them at risk for discrimination,
even violence.”

44.

Source: https://glaad.org/releases/glaad-responds-twitters-roll-back-long-standing-lgbtq-hate- speech-policy/

 “Conversion therapy” is a widely condemned practice that involves any psychological or religious intervention
aimed at changing an LGBTQ person’s sexual orientation, gender identity, or gender expression. Complicating efforts
to address the amplification of harmful “conversion therapy” content online, its purveyors also promote this
dangerous practice under alternate labels such as “leaving homosexuality” and “unwanted same-sex attraction.” 

45.

Sources: https://glaad.org/reference/conversion-therapy; https://globalextremism.org/reports/conversion-therapy-
online-the-ecosystem-in-2023/
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